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Abstract

We consider the solution of coupled fluid flow and heat or mass transport in porous media. The aim of this work is

to appraise mathematical assumptions used to decrease the CPU cost of the solution of these strongly non-linear

coupled equations. This purpose is reached with a reduced model for which the term q � rq in the mass balance

equation is neglected. Indeed, we show that this assumption allows an important reduction of computer time compared

to the standard model. Moreover, contrarily to the Boussinesq approximation, no significant differences are found

between the reduced and the standard model.

Model validation is carried out with a numerical code based on mixed and discontinuous finite elements. First, the

Elder and the modified Evans and Raffensperger problems are simulated to test the different assumptions. Second, a

simulation of two kinds of laboratory experiment is run without any calibration. For both computations, very similar

results are obtained between the complete and the reduced fluid mass balance equations. Both models give numerical

results in good agreement with the laboratory layered porous medium experiments. However, these models give less

satisfactory results for the salt-pool problem.

� 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

In this work, we consider the solution of coupled

fluid flow and heat or mass transport in porous media.

This can be encountered in a large number of environ-

mental problems such as saltwater intrusion in exploited

coastal aquifers, aquifers overlying salt formations, or

geothermal reservoirs. It can also be encountered in in-

dustrial processes such as drying processes, heat pipe

technologies or particulate materials processing.

For these problems, the fluid properties (density,

viscosity) are dependent upon temperature and/or con-

centration. Therefore, fluid flow process occurring in

porous media are described by strongly coupled non-

linear systems of partial differential equations. Because

of this non-linearity, there are no analytical models and

we resort to numerical models to understand and predict

solute and/or heat distribution in the domain.

A lot of numerical models have been developed.

However, these models may lead to widely varying re-

sults in some cases [1–3]. For these problems, numerical

difficulties arise essentially from the strong coupling

among governing equations, the advection dominance of

the transport equation and a large variability of the

hydraulic conductivity of the porous medium.

In order to reduce the degree of coupling between the

equations, and therefore reduce drastically the computer

time, some assumptions can be employed [4,5]. Numer-

ous 2D benchmarks (Henry, Elder, Salt Dome test cases)

have been used to compare mathematical models and

numerical codes accuracy.
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The aim of this work is to appraise these mathe-

matical assumptions used to decrease the CPU cost.

With this aim in view, we recall the most common

mathematical models and some standard assumptions.

We simulate two benchmarks that help for the selection

of the mathematical model. Simulation of laboratory

experiments allows the validation of the selected model.

All numerical experiments are carried out with a

numerical code based on mixed and discontinuous finite

elements methods, named TVDV-3D for Transport with

Variable Density and Viscosity [6].

2. Mathematical models

The more common mathematical models of coupled

fluid flow and heat or mass transport in porous media

are based on the work of Bear [4]. The proposed model

has been widely discussed by Hassanizadeh and Leijnse

[7], Diersch and Kolditz [1] among others.

Flow, heat and mass transport in porous media are

governed by four partial differential equations based on

mass and energy conservation laws and Darcy�s law.
The system of flow equations with varying density

and viscosity is obtained from the mass conservation of

the fluid:

oð/qÞ
ot

þr � ðqqÞ ¼ qQ ð1Þ

where / is the porosity, q the mass density of the fluid, q

the specific discharge (Darcy velocity) and Q the sink/

source term and the generalized Darcy�s law:

q ¼ � k
l
� ðrP þ qgrzÞ ð2Þ

where l is the dynamic viscosity of the fluid, k the per-

meability tensor of the porous medium and g the gravity

acceleration.

Assuming that transport of solute through porous

media is governed by the phenomena of convection,

dispersion and molecular diffusion, and applying the

mass conservation of solute, the transport equation can

be written in terms of solute mass fraction x:

oð/qxÞ
ot

þr � ðqqxÞ � r � ðqD � rxÞ ¼ qQx� ð3Þ

where x� is the solute mass fraction at sources.

The dispersion tensor D is given by a standard model

accounting for both molecular diffusion and hydrody-

namic dispersion [8]:

Dij ¼ ðaTjqj þ /sDmÞdij þ ðaL � aTÞ
qiqj
jqj i; j ¼ 1; 2; 3

ð4Þ

where aL and aT are respectively the longitudinal and

transversal dispersion length, Dm the molecular diffu-

sivity, s the tortuosity of the medium, and dij the Kro-

necker delta function.

Assuming the immediate thermal equilibrium be-

tween the medium and the fluid, the heat transfer in

porous media is governed by the phenomena of heat

conduction and heat transport along with the flowing

fluid. Applying the law of conservation of energy leads

to the heat transfer equation written in terms of the

temperature T as:

Nomenclature

cf specific heat capacity of the fluid (J/kg/K)

cs specific heat capacity of the solid phase

(J/kg/K)

D hydrodynamic dispersion tensor (m2/s)

Dm molecular diffusion coefficient of fluid (m2/s)

g the acceleration due to gravity (m/s2)

k permeability tensor of the porous medium

(m2)

M mobility ratio

Ng gravity number

P pressure (kg/m/s2)

Q sink/source term (1/s)

QT heat source/sink function (W/m3)

q specific discharge (Darcy velocity (m/s))

Sp specific storage coefficient (m s2/kg)

T temperature (K)

/ porosity

q mass density of the fluid (kg/m3)

qs density of the solid phase (kg/m3)

q1 maximum (x ¼ 1) density of the fluid (kg/m3)

q0 reference (x ¼ 0) fluid density (kg/m3)

ðqcÞfs specific heat capacity of both fluid and solid

phases (J/kg/K)

l dynamic viscosity of the fluid (kg/m/s)

l1 maximum (x ¼ 1) viscosity of the fluid

(kg/m/s)

l0 reference (x ¼ 0) fluid viscosity (kg/m/s)

k hydrodynamic thermal dispersion tensor

(W/m/K)

kf thermal conductivity for the fluid phase

(W/m/K)

ks thermal conductivity for the solid phase

(W/m/K)

dij Kronecker delta function

aL longitudinal dispersion length (m)

aT transversal dispersion length (m)

x mass fraction of solute

x� solute mass fraction at sources
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oððqcÞfsT Þ
ot

þr � ðqcfqT Þ � r � ðkerT Þ ¼ QT ð5Þ

where cf is the specific heat capacity of the fluid, QT the

heat source/sink function and ðqcÞfs the specific heat

capacity of the system formed by both fluid and solid

phases defined as:

ðqcÞfs ¼ ð1� /Þqscs þ /qcf ð6Þ

where qs is the density of the solid phase and cs the

specific heat capacity of the solid phase. ke is the

equivalent thermal conductivity of the fluid and porous

medium. It includes dispersion in the fluid and heat

conduction in both solid and fluid phases:

ke;ij ¼ qcf aTjqjdij

�
þ ðaL � aTÞ

qiqj
jqj

�
þ ½ð1� /Þks þ /kf �dij

i; j ¼ 1; 2; 3 ð7Þ

ks and kf are respectively thermal conductivity for the

solid and the fluid phase.

Equations of flow, heat and mass transfer are cou-

pled by the state equations that give the relationships for

the fluid density and viscosity as functions of concen-

tration and/or temperature. Generally the fluid density

equation is expressed as a linear function of concentra-

tion and/or temperature. The dynamic viscosity of the

fluid is regarded as an exponential function of concen-

tration and/or temperature [4].

For both cases (mass transport or heat transport),

the mathematical models are similar. They are based on

the mass conservation of the fluid, the generalized

Darcy�s law and the convection dispersion equation of

mass or heat transfer. Numerically the same techniques

can be used for both cases. In the following, we detail

coupling flow and mass transport in porous media,

keeping in mind that similar procedures can be applied

for coupled flow and heat transfer.

3. Standard assumptions for coupled flow and mass

transport

In the following, we assume that the effect of tem-

perature can be neglected, flow and mass transport

equations are coupled by the following state equations:

q ¼ q0 1

�
þ q1 � q0

q0

x

�
; l ¼ l0

l1

l0

� �x

ð8Þ

where q1 and l1 are respectively, the maximum (x ¼ 1)

density and viscosity of the fluid. q0 and l0 are respec-

tively the reference (x ¼ 0) fluid density and viscosity.

Considering, the solid matrix rigid and immobile and

the porosity only a function of pressure P, combination

of the generalized Darcy�s law (2) and the mass balance

equation of the fluid (1), leads to [6]:

qSp
oP
ot

þ /
oq
ox

ox
ot

þr � ðqqÞ ¼ qQ;

q ¼ � k
l
ðrP þ qgrzÞ ð9Þ

where Sp is the specific storage coefficient.

Using

h ¼ P
q0g

þ z; S ¼ q0gSp; K ¼ q0g
l
k ð10Þ

The flow equations can be written in terms of equivalent

head (h) as:

q ¼ �K rh
�

þ q � q0

q0

rz
�

ð11Þ

qS
oh
ot

þ /
oq
ox

ox
ot

þr � ðqqÞ ¼ qQ ð12Þ

Using (1), the transport Eq. (3) can be written as:

/q
ox
ot

þ qq � rx �r � ðqD � rxÞ ¼ qQðx� � xÞ ð13Þ

For transport problems, the non-linear dispersion

equation, is very closed to the linear one [9].

To obtain the velocity field, pressure or solute dis-

tribution, we have to solve the strongly coupled system

of the three (11)–(13) equations. In order to reduce the

degree of coupling between these three equations, and

therefore reduce the computer time, two standard as-

sumptions have been proposed.

As stated by Bear [4], we consider that spatial vari-

ations of q in the mass balance equation (1) are much

smaller than the local temporal ones. Therefore, in the

first assumption, we consider that the term q � rq in the

mass balance equation can be neglected. Eq. (1) is then

replaced by:

oð/qÞ
ot

þ qr � ðqÞ ¼ qQ ð14Þ

This assumption consider that streamlines are mainly

tangent to surfaces q ¼ constant. Eq. (12) becomes:

S
oh
ot

þ /
q

oq
ox

ox
ot

þr � ðqÞ ¼ Q ð15Þ

The second assumption is the Oberbeck–Boussinesq

[10,11] approximation where density variations are ne-

glected in the fluid mass balance. Indeed, the mass bal-

ance equation (1) is replaced by:

o/
ot

þr � ðqÞ ¼ Q ð16Þ

This assumption implies that Eq. (12) can be replaced

by:

S
oh
ot

þr:ðqÞ ¼ Q ð17Þ
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Under this assumption, Eqs. (11)–(13) are still coupled

by the buoyancy term in the Darcy�s law.
In the following, these three systems will be studied.

The standard system formed by Eqs. (11)–(13) is referred

as case 1. The second system, formed by Eqs. (11), (15)

and (13) is referred as case 2. The last system, based on

the Boussinesq approximation and formed by Eqs. (11),

(17) and (13), is referred as case 3.

4. Numerical techniques

Numerous codes have already been developed, based

on various numerical approaches (finite differences, fi-

nite elements) or combination of two distinct techniques

like the method of characteristics and finite differences

(e.g. [12]).

As stated by Diersch and Kolditz [1], success of nu-

merical solution for variable density flow problems is

essentially dependent on evaluating Darcy fluxes for a

given discretization. To improve the accuracy of the

velocity computation, we use the mixed hybrid finite

elements approximation which is a good method to

solve the fluid flow problem in porous media [13–15].

The idea of this method is to approximate simulta-

neously the state variable h and the flux q. It provides

continuous fluxes at inter-element boundaries through-

out the field. Moreover, with the mixed formulation, the

velocity is defined with the help of Raviart Thomas basis

functions [16] and therefore a simple integration over the

element gives the corresponding streamlines. Several

studies [17–20] showed the superiority of the mixed finite

element method with regard to the other classic meth-

ods. This superiority is outstanding for very variable or

discontinuous hydraulic conductivity fields [17].

For the solute transport equation, we use a combi-

nation of discontinuous and mixed hybrid finite element

methods. Upwind discontinuous finite elements coupled

with a slope limiting technique [21] are well suited to

solve the hyperbolic part of the transport equation. In-

deed, this method introduce a very limited numerical

diffusion even for very high Peclet number. For the

dispersive part of the transport equation, mixed hybrid

finite element method ensures an accurate computation

of dispersive fluxes [22].

Dirichlet boundary conditions can be reproduced in a

finite differences (average value over an element) or finite

element (prescribed value at the node) way [9].

A detailed presentation in 2D of both methods ap-

plied to density driven flow simulations can be found in

[6]. An explicit scheme is used for the convective part of

the solute transport equation, an implicit scheme for its

dispersive part [14]. Due to the explicit scheme, the

Courant criterion has to be fulfilled which can lead to

very small time steps. In order to reduce the CPU time,

the computation of advection and dispersion is per-

formed only for the elements where the mass exchange

exceeds a prescribed value. Indeed, for each element, we

compute the difference between the maximum and the

minimum of mass fraction of its adjacent elements. The

computation, for the new time step, is performed for this

element only when this difference exceeds a prescribed

value (10�4 in this work). To verify if this prescribed

value is small enough we make a calculation of the total

masse balance to estimate the total error in the domain.

Therefore, masse fraction is computed only for regions

where the gradient at the previous time step is non-equal

zero (i.e. in the mixing zones). This can lead to a drastic

reduction in CPU time.

In this simulator, TVDV-3D, the flow and transport

equations are solved in a sequential way using a stan-

dard fixed point (Picard) scheme. The density of the new

iteration is calculated from the mass fraction of the

previous iteration step. The stopping criterion is based

on the maximum value of the residual. The differences

between this stopping criterion and a criterion based on

the maximum change in the primary variables are dis-

cussed in [6].

5. In search of the adequate model

In order to choose the adequate model for coupling

flow and mass transport in porous media, three versions

of the numerical code, corresponding to the three cited

cases, have been developed. The modified Evans and

Raffensperger [23] problem and the Elder problem can

help for the choice of the adequate model.

Recall that case 1 corresponds to the more coupled

case and case 3 is the less coupled one. The discretization

of the flow equation leads to an unsymmetrical matrix

for case 1 and to a symmetrical matrix for cases 2 and 3.

5.1. The modified Evans and Raffenperger [23] problem

Evans and Raffensperger [23] defined a problem of

salinity-driven convection in homogeneous domain to

study errors inherent in the use of the Boussinesq as-

sumption.

The domain is a vertical cross section of 1000�
1000 m2. Fluid and aquifer are assumed to be incom-

pressible ðS ¼ 0Þ. There are no sinks or sources in the

domain. We conduct transient simulations with pressure

and mass fraction equal to 0 inside the domain at t ¼ 0.

For cases 1, 2, and 3, the masse balance equation be-

comes:

r � ðqqÞ ¼ �/
oq
ot

for case 1 ð18Þ

r � ðqÞ ¼ �/
q
oq
ot

for case 2 ð19Þ

r � ðqÞ ¼ 0 for case 3 ð20Þ
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Originally, flow boundary conditions for the Evans and

Raffensperger [23] problem are no flux for all boundaries.

These boundary conditions are not consistent for cases 1

and 2. Since right terms in (18) and (19) are non-zero, we

cannot obtain divergence free in the domain. To be

consistent, we have to define a Dirichlet flow boundary

condition in order to let fluid enter in the domain. Neg-

ative right terms in (18) and (19) imply an inflow at

the imposed pressure boundary. For case 3, no flow

boundary is obtained at this location. Therefore, differ-

ences between the three cases can be significant if we

impose x ¼ 1 at the location of the Dirichlet flow con-

dition.

We conduct numerical experiments for two problems

inspired from the Evans and Raffensperger [23] problem.

Two different locations are used for the imposed pres-

sure condition. Simulation parameters and boundary

conditions are given in Tables 1 and 2.

Results of simulations at 300 and 600 years are

shown in Fig. 1. For the problem 1, the results obtained

for the three cases are similar. However for the second

problem which is more sensitive (x ¼ 1 at the location

of the Dirichlet flow condition), case 3 based on the

Boussinesq approximation fails to give good results. For

this problem, the total mass in the domain at 600 years is

greater for cases 1 and 2 than for case 3 (Fig. 1). Indeed,

for the second problem, we have q ¼ 1200 kg/m3 at the

imposed pressure boundary. Since at this location, there

is an inflow with cases 1 and 2, we obtain more mass in

the system than with case 3 which corresponds to zero

flux at the Dirichlet flow boundary.

For both problems, results obtained from case 2 are

identical to those from the standard case 1.

5.2. The Elder [24] problem

The experimental study of Elder [24] concern the flow

produced by heating the base of a porous layer. It is a

free convection problem where fluid flow is driven purely

by fluid density differences. It involves total density

variations of 20% which makes this problem a strongly

coupled flow case. The equivalent solute transport of

this thermal problem correspond to the salt water in-

trusion into uncontaminated aquifer by density driven

convection. The parameters and boundary conditions

for the pure solutal convection problem are given in

Tables 3 and 4.

This test case has been widely studied ([2,5,6,25]

among others). Results obtained for the three cases are

plotted in Fig. 2.

As stated by Kolditz et al. [5], Fig. 2 shows that case

(3), based on the Boussinesq approximation, can induce

significant errors. It is interesting however to notice that,

although these errors are important for 10 years results

(Fig. 2(a)), they become insignificant for 20 years results

(Fig. 2(b)).

As previously, no significant differences can be found

between simulations performed for cases 1 and 2. The

computations were run on a PW600 Digital Worksta-

tion with an alpha processor of 600 MHz. The fully

coupled model (case 1) required more CPU time (720 s)

because of its higher non-linear behaviour and because

the discretisation of Eq. (12) leads to an unsymmetrical

matrix. However, the numerical resolution of Eqs. (15)

and (17) leads to a symmetrical matrix. The differences

in CPU time between case 2 (464 s) and case 3 (393 s) are

due to a higher coupling for case 2.

We conducted many other simulations for different

problems using different boundary conditions. From

these numerical experiments, it appears that the efficient

model to solve the coupled fluid flow and mass transport

equations, is described by equations of case 2. Indeed,

Table 1

Simulation parameters for the modified Evans and Raffen-

sperger problem

Physical parameters

Effective porosity 0.25

Hydraulic conductivity 10 m/year

Longitudinal dispersivity 30 m

Transverse dispersivity 10 m

Effective molecular diffusivity 10�4 m2/yearr

Grid parameters

Model scale 1000� 1000 m2

Number of elements 625

Table 2

Boundary conditions for problem 1 and problem 2

Boundary Solute condition Flow condition

Top No solute flux No fluid flux

Bottom No solute flux No fluid flux

Problem 1

Left q ¼ 1000 kg/m3 for

06 y6 480 m

No fluid flow

q ¼ 1200 kg/m3 for

480 m6 y6 1000 m

Right No solute flux No fluid flow for

06 y6 960 m

P ¼ 0 for

960 m6 y6 1000 m

Problem 2

Left q ¼ 1000 kg/m3 for

06 y6 480 m

No fluid flow for

06 y6 480 m

q ¼ 1200 kg/m3 for

480 m6 y6 1000 m

P ¼ 0 for

480 m6 y6 520 m

No fluid flow for 480

m6 y6 1000 m

Right No solute flux No fluid flow
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Fig. 1. Distribution of concentration at 300 and 600 years for problem 1 and problem 2.

Table 3

Simulation parameters for the Elder problem

Physical parameters

Effective porosity 0.1

Hydraulic conductivity kx ¼ ky ¼ 4:845� 10�13 (m2)

Longitudinal dispersivity 0 m

Transverse dispersivity 0 m

Effective molecular diffusivity Dm ¼ 3:565� 10�6 (m2 s�1)

Grid parameters

Model scale 600� 150 m2

Number of elements 640

Table 4

Boundary conditions for the Elder problem

Boundary Solute condition Flow condition

Top No solute flux for

06 x6 150 m

No fluid flux

No solute flux for

450 m6 x6 600 m

P ¼ 0 at x ¼ 0

q ¼ 1200 kg/m3 for

150 m6 x6 450 m

P ¼ 0 at x ¼ 600 m

Bottom q ¼ 1000 kg/m3 No fluid flux

Left No solute flux No fluid flux

Right No solute flux No solute flux
Fig. 2. Simulated concentration at 2, 10 and 20 years for the

Elder problem.
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with this model the CPU time can be 40% less than with

the standard model without significant differences on

results.

6. Model validation

Results of the model were confronted to 2D and 3D

predictions of other numerical codes and also to labo-

ratory experiment results [6,9,14,26]. In this part, we

investigate the capacity of the model to simulate labo-

ratory experiments of Loggia [27] for a layered medium

and of Oswald [28] for the salt-pool problem.

Since the numerical results are to be compared with

experimental data of Loggia [27] and Oswald [28], a brief

description of their experimental setup will be given.

6.1. Effect of viscosity in stratified porous medium

Both porous medium heterogeneities and fluid den-

sity and viscosity affect solute transport in miscible fluid

displacement. Loggia [27] experimentally studied both

stable and unstable flow occurring in a layered medium.

In this work, however, simulations are restricted to the

stable flow field obtained when a more dense, viscous

fluid (lþ, qþ) displaces a less dense viscous one (l�; q�).

For this case, gravitational instabilities predominate at

low velocities, and the viscosity stabilizing effect pre-

dominates at high velocities. The system will be stable or

unstable depending on the velocity in relation to a crit-

ical velocity ([14,27,29–32] among others). In this work,

are studied only the experiments with velocity much

greater than the critical one (stable flow).

To characterize viscosity and density contrasts, we

define the following parameters:

M ¼ l�
lþ

; Ng ¼ kg
qþ � q�
ql�

ð21Þ

where M is the mobility ratio and Ng the gravity num-

ber.

Laboratory experiments are done by Loggia [27]. A

flow tank of 4.5 cm long, 4.5 cm wide, and 30 cm deep, is

filled with a porous medium consisting of various sizes

of industrial glass beads. Each layer is composed of a

porous medium having a distinct conductivity and par-

ticle diameter. This required different conductivities and

longitudinal dispersivities to be specified for different

layers in the numerical simulation. The transverse dis-

persivity is chosen to be 10 times less than the longitu-

dinal dispersivity. The different values for conductivity

and longitudinal dispersivity used in the simulation are

estimated from the average diameter of glass beads [27].

Table 5 presents the particle diameter, the conductivity,

and the width for each layer. The same porosity (e ¼ 0:4)
is used for the four layers.

Many authors ([32–35] among others) have observed

dependence between the dispersivity coefficient, the

mobility ratio and the gravity number. Since the fluid

displacement distance is small for Loggia experiments

(<30 cm), the dispersivity coefficient is taken to be

constant for all simulations.

Four experiments with different mobility ratio are

simulated (Table 6). All experiments are done at a fixed

temperature of 30 �C. A volumetric pump allows a fixed

flow rate at the entry of the domain. Measured con-

centrations are based on acoustic process. It allows to

obtain the average of concentration at five fixed altitudes

(Z1 to Z5 in Fig. 3). Mixture of water–sucrose, and

water–glycerin are used to obtain large variations of

viscosity between the injected and the displaced fluid.

Boundary conditions for flow and solute transport

are a fixed concentration and flow rate at the top and

Table 5

Porous media characteristics for Loggia problem

Layer ki (10
�12 m2) di (10�6 m) Hi (cm)

1 7.1 85 1.22

2 23.7 155 1.08

3 37.2 194 1.08

4 55.8 238 1.22

Table 6

Experimental data for Loggia problem

Experiment 1 2 3 4

q (cm/h) 9.89 9.89 4.95 4.95

Ng �0.09 0.8 0.65 0.33

M 1 0.54 0.3 0.13

Fig. 3. Experimental setup (Loggia [27]).
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pressure equal to zero at the location of the draining

pipe.

For the first experiment, there are no significant dif-

ferences between the injected fluid properties (density

and viscosity) and the displaced one. It corresponds to a

tracer case. For this experiment, the solute advancement

in each layer is proportional to the conductivity of this

layer. It moves faster from high permeability zone (layer

4) to low permeability zone (layer 1). The effect of each

layer can be distinguished in the results (Fig. 4(b)). The

more the viscosity of the injected fluid increases (from

experiment 1 to experiment 4) the less we can distinguish

the effect of each layer separately.

Simulated concentrations and comparison between

experimental and simulated average concentrations at

different altitudes, are plotted for each experiment (Figs.

4–7). Small differences in terms of dispersivity occur

between experimental and numerical results. The overall

comparison shows good agreement between the nu-

merical simulations and the laboratory experiments of

Loggia [27] since all simulations are performed without

any calibration.

Figs. 4(a) and 5(a) show that the average concen-

tration obtained at level Z5 can be equal or greater than

the one at level Z4. This phenomenon can be observed in

Figs. 4(b) and 5(b). Cross transfer between layers occurs

in the case of strong viscosity contrast (Fig. 7(a)). The

effect of each layer cannot be distinguished. Therefore,

the viscosity contrast damps out the effect of perme-

ability.

To explain this phenomenon, let us consider two

layered porous medium with k2 ¼ 2k1 (Fig. 8). We as-

sume that the two fluids present the same density. The

injected fluid is, however, more viscous than the dis-

placed one. Using Darcy�s law (11), we see that the fluid

velocity in each layer is proportional to Ki ¼ ðq0g=lÞki .
Zones (a) and (c) in Fig. 8 are assumed to be a long

way from the mixing zone (b). For zones (a) and (c), we

have the same viscosity in each layer. Therefore, the

solute advancement in the layer (i) is proportional to

its conductivity ki . Displacement occur without cross

transfer between layers. However, in the mixing zone

(b), because the viscosity of the injected fluid is greater

than of the displaced one, K2 can than be smaller than

K1. That�s implies a transverse component of the ve-

locity.

This phenomenon increases for large viscosity con-

trast as shown with streamlines plotted for the four ex-

periments (Fig. 9).

6.2. The salt-pool problem

A 3D experiment, called the salt-pool experiment,

conducted by Oswald [28] is used to verify the numerical

code. A cube of 0:20� 0:20� 0:20 m3 is filled with in-

dustrial glass beads. The porous medium is then satu-

rated with pure water. The cube contain five openings

(squares) of dimension 0:001� 0:001 m2 (Fig. 10). The

experiments were run in three steps:

Fig. 4. (a) Distribution of concentration for experiment 1 at t ¼ 50 min, (b) computed versus measured concentrations for experiment 1.
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• Step 1: injection of the salt water by the opening 5.

The outflow is at openings 1 to 4.

• Step 2: no injection. All openings are closed.

• Step 3: injection at opening 4, outflow at opening 2,

the others are closed.

Two experiments are simulated with the experimental

conditions given in Oswald [28], Saltp-L with an input

mass fraction of 1.0% and Saltp-D with an input mass

fraction of 10%.

For steps 1 and 3, the flow rate is prescribed at the

injection, a pressure equal to zero is prescribed at the

outflow. Boundary conditions are given in [26,28]. Flow

and transport parameters used for simulations (Table 7),

are obtained by additional experiments done on columns

or on the same cube with the same filling [28].

Several experiments have been performed by Oswald

[28]. Simulation of the experiments performed with the

highest concentration, is done with two versions of the

numerical code, corresponding to cases 1 and 2.

Distribution of mass fraction in the cube, at the end

of the step 1 (t ¼ 10 min), the end of the step 2 (t ¼ 45

min) and during the step 3 (t ¼ 63 min), is plotted in Fig.

11. In this figure, are presented three numerical experi-

ments corresponding to a tracer (EXP1), Saltp-L

(EXP2), and Saltp-D (EXP3).

Contrarily to the tracer case, one can notice that

dense brine tends to resist moving upwards and stag-

nates. This effect is more important for the Saltp-D ex-

periment. However, it cannot be neglected for Saltp-L

Fig. 5. (a) Distribution of concentration for experiment 2 at

t ¼ 50 and 200 min, (b) computed versus measured concentra-

tions for experiment 2. Fig. 6. (a) Distribution of concentration for experiment 3 at

t ¼ 50 and 100 min, (b) Computed versus measured concen-

trations for experiment 3.
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experiment even if the injected fluid present a mass

fraction of only 1%.

Oswald [28] performed simulations of these experi-

ments with a variety of codes to show the applicabil-

ity of the experiments as a benchmark for verification

of density driven flow codes. All these simulations gave

quite different results and showed an overestimation of

the maximum mass fraction for experiments Saltp-L

(Fig. 12) and Saltp-D (Fig. 13). Results of TVDV-3D

simulations are added in Figs. 12 and 13 for compari-

son. The maximum value is overestimated for Saltp

-L and underestimated for Saltp-D by the TVDV-3D

simulator. Both mathematical models provide very

similar results [26].

The overall comparison shows that simulated results

obtained with TVDV-3D are the closest to the experi-

mental results (Figs. 12 and 13). Different computations

have been run to improve the results [26]. Simulated

Fig. 9. Streamlines obtained for the four experiments.

Fig. 7. (a) Distribution of concentration and velocity vector for

experiment 4 at t ¼ 100 min, (b) computed versus measured

concentrations for experiment 4.

Fig. 8. Flow in two layered porous medium (k2 ¼ 2k1).
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results remain, however, different from experiments.

Assuming that these experiments are reliable, they con-

stitute a challenge for 3D density driven flow models.

Fig. 10. The experimental cube and its openings.

Table 7

Flow and transport parameters used for the salt-pool problem

Permeability 9:8� 10�10 (m2)

Porosity 0.37

Longitudinal dispersivity 1:2� 10�3 (m)

Transverse dispersivity 1:2� 10�4 (m)

Molecular diffusion 8:7� 10�10 (m2/s)

Fig. 11. Distribution of mass fraction in the cube for the salt-pool problem.

Fig. 12. Simulation of the Saltp-L (input mass fraction of 1.0%)

experiment (modified from Oswald [28]). Results of TVDV-3D

simulations are added for comparison.
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7. Conclusions

Modelling flow and heat or mass transport in porous

medium leads solving a strongly coupled system of

partial differential equations. In order to reduce the

degree of coupling between these equations, and there-

fore reduce the computer time, we have shown that the

term q � rq in the mass balance equation (1) can be

neglected. Indeed, with this assumption, the flow model

leads to a symmetric matrix and the CPU time can be

40% less than with the standard approach. This as-

sumption is implemented in numerical code based on

mixed and discontinuous finite elements methods

TVDV-3D.

The simulation of the modified Evans and Raffen-

sperger [23] and the Elder [24] problems shows that re-

sults obtained with this assumption are identical to those

obtained with the complete fluid mass balance equation.

This numerical mod el was also used to simulate

laboratory experiments and predict the concentration

distribution. Experimental study of the effect of large

viscosity variations in layered porous medium was done

by Loggia [27]. Simulation of these experiments without

any calibration gives numerical results in good agree-

ment with experimental data.

However, simulation of the salt-pool experiments

done by Oswald [28] gives less satisfactory results.
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